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Face detection based on feature

similarity clustering and random forest

regression ensemble learning

algorithm

Xin Xiong1, Kefeng Li1

Abstract. A comprehensive color model (CCM) extraction method is proposed for the
shortcomings such as poor extraction effect of the common color model extraction method and
less removal of the background. The Adaboost classifier algorithm is used for face detection. This
method provides better effect of complex background removal, reduces the Haar-like feature number
of the classifier and accelerates the detection rate by adjusting the amplification factor of the search
window. The experimental results show that this method effectively improves the detection ratio,
reduce the detection time, provides high adaptability and has higher practicality in face detection.
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1. Introduction

Face detection is a key link in the face recognition system. With the develop-
ment of e-commerce, the potential of face recognition as a means of biological status
authentication gradually stands out, leading to higher and higher requirements for
the performance of the recognition system and harsher requirements for the adapt-
ability of the complex background environment. As the preliminary stage of all face
researches, the quality of face detection performance has a direct impact on the
performance of the whole face image application system, which enables it to be in a
very importance position.

Exiting face detection methods consist of two types: knowledge-based method
and learning-based method [1]. The AdaBoost algorithm in the learning-base method
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is an algorithm providing fact face detection. It self-adaptively adjusts the error rate
of the hypothesis according to the feedback of weak learning. It improves the ac-
curacy of detection while maintaining the detection efficiency. This method makes
an outstanding contribution that it provides a stable and real-time object detection
framework, making it the first real-time face detection algorithm.

Despite the fact that this algorithm has advantages in certain aspects over other
ones, the slow detection rate and high false detection ratio limit its practical appli-
cation. The present paper extracts the face color-like area in the image and removes
the complex non-color background with the comprehensive color mode (CCM) ex-
traction method, reducing the search area and number of feature and improving the
detection rate and accuracy in the course of face detection.

2. Method of color extraction

Color is an important feature of the face. The strong stability and easy distin-
guishing from the background color are irrelevant to the size and the direction of
it in the background. Various color differences are more affected by the brightness
but less by the chromaticity [2]. For color extraction, a color model is generally
established in the chroma space at first. Where it is a color pixel (or not) will be
determined according to the fact that whether the pixel is on the relevant frequency
band in the chroma space.

The present paper uses YCbCr space as the mapping space of color. Such space
has the construction principle similar to the visual perception process of human:
color points achieve very good aggregation in the space; it achieves separation and
independent processing of brightness and chromaticity; and it can better restrict the
color distribution area [3].

Literature [4] roughly classifies multiple color models into two types: parameter
model and non-parameter mode. The former mainly includes Gaussian, Gaussian
mixture and elliptic boundary color models, while the latter mainly includes Bayes
classifier and statistical histogram models. Common color models are as follows:

2.1. Simple chroma space model

In the color space, the image to be detected is segmented according to the char-
acteristics of distribution of the pixels in the chromaticity components and with the
artificial given threshold.

Such algorithm achieves both simplicity and fast speed. However, this model is
for the simple skin color detection only due to the fact it distinguishes color and non-
color areas with simple thresholds and the image to be detected has poor robustness
as a result of the effect of external conditions such as light, shadow, etc.

2.2. Gaussian model

Color distribution may be normal. The distribution parameter can be predicated
or the mean and square of the components in the chroma space can be calculated with
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analysis and statistics of the single Gaussian approximation of skin color distribution.
In doing so, the probability at which the pixel belongs t color will be calculated. The
Gaussian model better represents color distribution and provides much higher skin
color detection ratio and easies computation of the parameters compared to the
simple color model; however, the rate is slower than that of the simple chroma space
model.

The similarity face image obtained by the traditional YCbCr space-based Gaus-
sian color model without the support of Y channel information cannot reflect the
gray feature of the face. Literature [5] proposes a face color model that combines
Gaussian color model and gray distribution. With the use of the self-adaptive up-
dating and selection method in the color model parameters, it achieves improved
robustness subject to changes as a result of the light.

2.3. Gaussian mixture model

To obtain a more accurate color model to represent the distribution color, the
strength of Gaussian mixture model can be used for such improvement. It can
be provided in any complex nature. With an increase of the model number, it
will arbitrarily approximate to any continuous probability density distribution. In
contrast, it will be more accurate if Gaussian mixture model is used. However, it
is rarely in fast face detection as it provides the parameter that is difficult to be
estimated and low rate.

2.4. Elliptic boundary color model

In YCbCr chroma space, the chromatic values Cb and Cr are always linearly
dependent on the brightness value Y. Such dependence greatly affects face detection.
For this reason, Hsu came up with a non-linear transformation method [6] to remove
the dependence of chromaticity on brightness. He made statistics of the color points
of the image in HHI image library. Fig. 1 is the diagram of distribution of the color
points in Cb′Cr′ space after non-linear transformation.

 

  Fig. 1. Distribution of color point in Cb′Cr′ space

After transformation, the distribution of the pixels in the space is ellipse-like.
The elliptic model may be used to describe its distribution as follows:
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Appropriate values of parameters in the formula can be determined according to
the shape of distribution of color pixels in such space. After that, the pixels in the
image can be determined to determine whether they are color pixels.

3. Adaboost face detection algorithm

In 1990, Schapire proved that when the samples were sufficient and adequate,
the weak learning algorithm would be improved to be the strong learning algorithm
so as to improve the accuracy, while it was necessary to search a strong learning al-
gorithm that was unavailable, which developed the initial Boosting algorithm. Such
algorithm requires pre-definition of the upper limit of weak learning algorithm error
rate, which is hard to be achieved in practices, and it sets limits on the development
of Boosting algorithm [7].

In 1995, Freund and Schapire proposed the Adaboost algorithm whose self-
adaptability to continuously add weak classifiers. The strong classifier provided
arbitrarily small error rate in the training set of the strong classifier obtained, which
explored deep into the capability of weak classifier algorithm. This algorithm breaks
the limitations of Boosting algorithm and provides improved complexity and prac-
ticality, making it widely researched and used by the researchers.

Viola and Jones proposed AdaBoost learning algorithm-based object detection
method in 2001 [8]. Such method achieves the detection rate of 15 frames/second
while obtaining high detection ratio, enabling the face research to be applied to
practices. The key points are as follows:

(1) Haar-like feature is used in the detection.
(2) The integral image is used to calculate the value of Haar-like feature for

acceleration purpose.
(3) The AdaBoost algorithm training area is used to distinguish the face and the

non-face strong classifiers.
(4) The filter type cascade is used to connect strong classifier cascade for improved

accuracy.
The core of Adaboost classifier is that it self-adaptively improves several weak

classifiers to a strong classifier, during which the number of weak classifiers is con-
tinuously increased to achieve the goal of reduced final training error. The purpose
is to concentrate the attention on key data by changing data distribution and to re-
move the unnecessary training data features by changing data distribution in order
to reduce training data. The training process is shown in Fig. 2:

The focus of improvement of Adaboost algorithm is on algorithm convergence,
feature extraction, weight updating and classifier relevance [3].
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Fig. 2. Training flow chart of adaboost algorithm

4. Face detection by a combination of face color-like
extraction and Adaboost classifier

4.1. Principle introduction

The general procedures of face detection by color are that: the image in a color
space is directly extracted from the color area and transformed into a binary image
whose key part is highlighted by pre-processing such as denoising, dilation, corrosion,
etc.; the false area is excluded by limitations including the area size, object aspect
ratio to obtain the face area. Skin color detection can detect most of the faces in
the image with high accuracy. However, it also detects the non-face color-like area
with high false detection ratio.

The problem of Adaboost classifier is the vast number of features, long training
time and low detection efficinecy. Researchers have thought of combining both
detection methods. It means that the color model is first segmented from the color
area including the skin area of other body parts and the background area similar
to skin in the image, after which these areas are detected with the well trained
AdaBoost cascade classifier as the input images to further remove the non-face area
and achieve more accurate face positioning.
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4.2. Improvement ideas

There is always deviation in the effect, such as poor effect of non-color back-
ground removal, mistaken deletion of darker or brighter color area, etc., although
the non-color background can be removed with a single color model. Fig. 3 lists the
processing effects of several single color models. Figures (b) and (c) clearly show the
weak points of less background removal, while Figure (d) mistakenly deletes some
color areas of ear and mouth although it provides good background removal effect.
It should be noted that that in fact, the part mistakenly deleted in the image should
be filled with black pixels for coloring is for easy observation of the effect.

 
  

 
  (a) Original image (b) Simple chroma space model 

  
  

 

 
  (c) Gaussian model (d) Elliptic model

Fig. 3. Extraction effect of a single model

Given these weak points in the single color model extraction method, the present
paper proposes the use of CCM extraction method where the color is extracted
with three different color models in turn, and the false area is excluded with the
processing method of face detection by color in order to obtain a more accurate
face-like area. The processing results as the input images are detected by the well
trained AdaBoost classifier to further remove the non-face area and achieve more
accurate face positioning.
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4.3. Test analysis

The present paper compares the combination patterns in different sequences with
the test comparison method and observes the test results. Mistaken deletion has
existed at the elliptic extraction method is only used. Such method is not considered
to be put in the first place when the comprehensive extraction sequence is combined.
The rendering is shown in Fig. 4, where b denotes the simple chroma space model;
c denotes Gaussian model; and d denotes the elliptic model.

  
  

 
  

(a) bcd Sequence (b) bdc Sequence

 
 (a) bcd Sequence                   (b) bdc Sequence 

 
 

  
   

 
(c) cbd Sequence                  (d) cdb Sequence 

  

(c) cbd Sequence (d) cdb Sequence

Fig. 4. Rendering of the comprehensive extraction model in different sequences

With a comparison of Figures 3 and 4 and judgment from the background dele-
tion and mistaken deletion, CCM extraction method provides significantly better
extraction effect than that of a single extraction.

It is shown in Fig. 4 that there is little difference between the effects of CCM
extraction method in various combination sequences, which is comprehensively eval-
uated by observation of the non-white pixels contained in the mistaken deletion area
and the image. The non-white pixels contained in the images are as follows: (a)
4427, (b) 45135, (c) 44198, (d) 45586. With a careful observation, there is mistaken
deletion in the forehead part in image (c). For this reason, the skin color extraction
method in bcd sequence used in image (a) is used as the color extraction in this
design. The design flow chart is shown in Fig. 5.
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Fig. 5. Design flow chart

The Effect of reprocessing is shown in Fig. 6.

 
  Fig. 6. Reprocessing rendering
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5. Result analysis

To validate the effectiveness of the method referred to in the present paper,
the author compared the skin color areas extracted by face detection by skin color,
Gaussian skin color model extraction and CCM extraction and detected the face with
Adaboost algorithm. The author also made statistics of the detection indicators of
the detection results. A part of the tested images is the photos of daily life and
parts are downloaded from the net. There are 80 images in total, including single-
face photos and 50 multiple-face photos, contributing to 285 faces in total. Partial
detection results are shown in Fig. 7. Table 1 lists the indicators of the detection.

 
  (a) Detection result of skin color detection method

 
  (b) Detection result of gaussian color model method

 
 
 

(c) CCM detection result

Fig. 7. Reprocessing rendering
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Table 1. Indicator comparison of detection results

Detection
algorithm

Total number
of face (no.)

Number of
detection
(no.)

Detection
ratio (%)

Number of
false detection

(no.)

False detection
ratio (%) Time (s)

Skin color
detection 288 270 94.1 21 7.29 4.634

Gaussian
model 288 266 92.4 13 4.51 7.681

CCM 288 278 96.5 8 2.78 5.412

As shown in the experimental results above, CCM extraction method provides
better detection effect than that of the rest two methods, whether for a single-
face photo or a multiple-face photo. In addition, CCM extraction method removes
more background. In the event of face detection with Adaboost algorithm, the
amplification ratio of the search box can be properly increased to reduce the detection
time. With a comparison of the operation time, when the images processed by the
models referred to in this paper are used in face detection, the detection time gains
a decrease by 29.5% than the processing result of Gaussian model, which meets the
speediness requirement.

6. Conclusion

The algorithm referred to in the present paper is mainly for skin color extraction
and processing of an image and maximal removal of non-skin color part and other
disturbances to reduce the complexity of face detection by Adaboost algorithm.
The experimental results not only improve the detection ratio but also reduce the
detection time, achieving the intended purpose. However, the author found in the
test that given the different distribution of various image pixels, if the parameters
are improperly selected upon skin color model extraction, missing detection will
occur as it is easy to delete part of the face. Hence, the next work should focus
on designing adaptive parameters. In addition, Adaboost algorithm provides much
redundancy. Parameters in its decision tree remain to be improved. Further studies
are required for much improved detection performance.
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